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Tunneling Splittings in the S0 and S1 States of the Benzoic
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Spectroscopy
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1. Introduction

Hydrogen bonding is very important in biological systems and
has therefore been the subject of considerable research. Some
systems employ multiple hydrogen bonds to connect molecu-
lar subunits ; most notable among these is DNA, the base pairs
of which are connected by double or triple hydrogen bonds.
Because of their high symmetry, the dimers of carboxylic acids
such as formic acid, acetic acid, and benzoic acid have become
model systems for double hydrogen bonding. Their carboxyl
groups link to create an eight-membered ring and, in the
above examples, a ground-state dimer structure of C2h symme-
try. This doubly hydrogen-bonded structure is so strong that
even at room temperature mostly dimers are present.

Since many biologically relevant processes involve proton
transfer, an interesting aspect of carboxylic acid dimers is the
possibility of double proton tunneling. The tunneling path has
long been the subject of debate, however, and theoretical esti-
mates of proton transfer times span several orders of magni-
tude (e.g. , see Madeja and Havenith[1] and references therein).
Early calculations agreed that extensive geometry optimization
of the transition state is necessary and that the transition itself
is strongly coupled to a deformation of the whole molecular
frame, but the predicted barrier heights differed significant-
ly.[2, 3] Anomalous isotope effects observed for two vibrations of
formic acid dimer led Mar5chal to conclude that the transfer of
protons can not be described as a simple tunneling motion in
a double-minimum potential.[4] Recent direct dynamics calcula-
tions with a single multidimensional coordinate system could
explain a variety of gas-phase and crystal data by carefully con-
sidering the contributions of various zero-point vibrations to
the tunneling rates and assuming a negligible splitting in the
electronically excited state.[5] Coupling between the tunneling
mode and transverse modes was calculated to result in a more
than 20-fold increase in the tunneling splitting. Recently,
1H NMR relaxometry and quasi-elastic neutron scattering have
shown conclusively that proton transfer in the benzoic acid
crystal is a strongly correlated motion of the two protons,

while the tunneling path is little affected by deuteration in the
carboxyl group.[6] Fillaux et al. deduced from spectra of pow-
dered crystals that the potential barrier for the transfer of a
single proton is already on the order of 5000 cm�1, which
means that semiclassical jumping over the top is negligible.[7]

In conclusion, the picture that has emerged is that double
proton transfer in carboxylic acid dimers is a pure tunneling
motion that occurs in concert, initiated by a zero-point vibra-
tionally induced symmetric decrease of the distance between
the two monomer units.

Experimental data on the barriers for concerted proton tun-
neling reflect the sensitive dependence on the vibrations in
both monomer units. In one of the earliest measurements on
such systems, Costain and Srivastava found that the barrier
height is larger than 6000 cm�1 in CF3COOH···HCOOH, but less
than 5000 cm�1 in CF3COOH···CH3COOH.

[8] From fluid-phase ab-
sorption spectra the barrier heights in dimers of formic acid
and acetic acid were deduced to be in the range 6500–
7000 cm�1 when a symmetric double-minimum potential is as-
sumed.[9] By means of high-resolution gas-phase IR spectrosco-
py on various isotopologues of the formic acid dimer, ground-
state tunneling splittings of 375 and 474 MHz were observed
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for the (DCOOH)2 and (HCOOH)2 dimers, respectively, whereas
for the (DCOOD)2 dimer an upper limit of 60 MHz was de-
duced.[1,10, 11] This corresponds well with an effective barrier
height of 6940 cm�1 for the fully protonated dimer.[5]

Attempts to determine the magnitude of the tunneling split-
ting in the benzoic acid dimer have mainly been made by
using crystallographic methods. Although the crystal of benzo-
ic acid is composed of dimeric units, its lattice structure de-
stroys the symmetry between the two monomers, and this re-
sults in two inequivalent potential minima and an inability to
determine the tunneling splitting. However, with a suitable
dopant the inequivalence between the two minima can be
nearly lifted locally to allow a coarse estimate. The values
found with thioindigo and selenoindigo as dopants were 8.4�
0.1 and 6.5�1.5 GHz, respectively.[12,13] Remmers et al.[14] stud-
ied the gas-phase dimer using high-resolution UV spectrosco-
py. The spectrum they recorded consisted of two rigid-rotor
components separated by 1107�7 MHz, which they assumed
to be the difference between the tunneling splittings in the S0

and S1 states. These data were later re-analyzed by using ge-
netic algorithms to yield a more accurate value of 1116�
3 MHz.[15] Smedarchina et al. theoretically reproduced this
value quite well (1920 MHz) by assuming that it was due solely
to the ground-state splitting, taking it to be zero in the excited
state, and showed that it corresponds to an effective tunneling
barrier of 5793 cm�1.[5]

Electronic coupling between the two monomer units in a
doubly hydrogen-bonded system depends very sensitively on
the nature of the hydrogen bonds. Perhaps the most striking
example of this is the 7-azaindole dimer, in which electronic
excitation was shown to be localized on one of the monomer
units in all isotopologues, with the exception of a single asym-
metric, doubly deuterated structure, in which it was found to
be completely delocalized.[16,17] This is remarkable, since the
last-named structure only differs from two others by mono-
deuteration in the aromatic ring. Fortunately, in many other
systems the situation seems to be more clear-cut. In the 2-pyri-
done dimer the excitation is completely delocalized,[18, 19]

whereas in carboxylic acids the excitation generally seems to
be localized.[20–22] By observing a vibronic band in the gas-
phase benzoic acid dimer split into four components on partial
deuteration, Poeltl et al. showed that also in this system elec-
tronic excitation resides on a single half of the complex.[23,24]

Localization of excitation raises the question how feasible
excitation transfer is. Very interesting in this respect is the exis-
tence of a vibronic band around 57 cm�1 above the origin of
the benzoic acid dimer. This band is shared with many other
carboxylic acid dimers, including that of anthranilic acid, for
which it was recently found that, although there is a strong
Franck–Condon progression in this mode, the dispersed fluo-
rescence spectrum shows intensity only in even members of
the progression.[20] By means of DFT calculations, the band was
assigned as the intermolecular geared bend mode, and the
anomalous intensity patterns were explained by the possibility
of excitation transfer between the two monomers, altering the
selection rules.[25] Due to large intramolecular geometry
changes on excitation of a monomer unit, however, the exci-

ton splitting could not be observed directly. The corresponding
vibronic band of the benzoic acid dimer shows the same
anomalous intensity pattern, but a detailed analysis of intramo-
lecular vibrational relaxation (IVR) rates in isotopically mixed
dimers led to the conclusion that excitation transfer is only ap-
preciable at higher excess energies.[24] Still, due to the absence
of an intramolecular hydrogen bond, the intramolecular geom-
etry changes on electronic excitation are much smaller in the
benzoic acid dimer than in the anthranilic acid dimer, which
means an exciton splitting might be observable in the vibronic
band of benzoic acid dimer. This was also suggested by Baum
et al. , though given their upper limit of 0.3 cm�1, such a mea-
surement would require high resolution.[26]

The assignment of this band is the topic of some debate.
Poeltl et al. initially suggested it to be the intermolecular
geared bend mode. This was because it forms strong combina-
tion bands with other vibrations ascribed to internal motions
in the carboxyl group, and due to the observation that in the
completely ring-deuterated (d5–d5) dimer the vibrational fre-
quency remains virtually unchanged.[23] They later favored reas-
signment as either the out-of-plane bending motion or torsion,
given that its frequency is unchanged in the electronically ex-
cited state.[24] Dispersed fluorescence spectra of this band led
Tomioka et al. to assume that it is the torsion mode.[27] Quan-
tum chemical calculations seem to disagree among each other
to the same extent. Based on DFT calculations, Nandi et al. as-
signed it as the geared bend motion,[28] while Antony et al.
claimed that it is the torsion mode,[29] and according to Florio
et al. it could be either the geared bend or tilting motion.[30,31]

Bakker et al. found that the difficulties in accurately describing
the hydrogen-bonded modes also play a role in the calculation
of higher vibrations (500–1900 cm�1).[32]

Herein, we determine the intermolecular structure in both
the ground and electronically excited state from seven differ-
ent dimer origins in high-resolution spectra. Of particular inter-
est is the question whether a decrease in the carboxyl O···O
distance can be observed, as has been suggested,[8,11] and
whether the excited state has a bent structure, as was pro-
posed earlier.[14] Furthermore, analysis of a high-resolution
spectrum of the 57 cm�1 vibronic band should show whether
exciton splitting is present and which vibration is involved.
Lastly, this assignment should allow us to determine the split-
tings of the S0 and S1 states separately, as well as the relative
tunneling barrier height.

Experimental Section

Experimental Procedures: The experimental setup for rotationally
resolved laser-induced fluorescence (LIF) is described elsewhere.[33]

Briefly, it consists of a ring dye laser (Coherent 899-21) containing
Rhodamine 110, pumped with 6 W of a frequency-doubled Yb:YAG
laser. The second harmonic of the dye-laser output is generated in
an external folded ring cavity (Spectra Physics Wavetrain). The re-
sulting output power is typically between 30 and 40 mW and is
constant during each experiment. The molecular beam is formed
by co-expanding benzoic acid, heated to 390 K, and argon through
a 100 mm nozzle into the vacuum by using a backing pressure of
220 mbar. The molecular-beam equipment consists of three differ-
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entially pumped vacuum chambers that are linearly connected by
skimmers (1 and 3 mm in diameter, respectively) in order to reduce
the Doppler width. In the third chamber, 360 mm downstream of
the nozzle, the molecular beam is crossed at right angles by the
UV laser beam. Imaging optics focus the total undispersed fluores-
cence from the excited molecules onto a photomultiplier tube
mounted perpendicularly to the plane defined by the laser and the
molecular beam, the output of which is then discriminated and
digitized by a photon counter and transmitted to a PC for data re-
cording and processing. The resulting Doppler width in this setup
is 25 MHz (FWHM). Relative frequencies are determined with a qua-
siconfocal Fabry–Perot interferometer with a free spectral range
(FSR) of 149.9434(56) MHz. The absolute frequency was obtained
by comparing the recorded absorption spectrum of iodine with
tabulated lines.[34]

Materials : Benzoic acid was purchased from Caelo (p.A.), and
[D5]benzoic acid (99.2%) was obtained from CDN isotopes. Both
were used without further purification. [D1]Benzoic acid was pro-
duced by refluxing benzoic acid with an excess of D2O and subse-
quent removal of the solvent.

Ab Initio Calculations: Structure optimizations were performed by
employing the valence triple-zeta basis set with one set of polari-
zation functions per atom (TZVP) from the TURBOMOLE library.[35,36]

The equilibrium geometries of the electronic ground and the
lowest excited singlet states were preoptimized by (time-depen-
dent) density functional theory with the B3LYP functional and sub-
sequently optimized at the CC2 level within the resolution-of-the-
identity approximation.[37,38] To ensure that the optimized structure
is a real minimum we numerically calculated the second deriva-
tives. We obtained no imaginary frequencies for any of the normal
modes, that is, all optimized structures are minima.

The singlet-state energies and wavefunctions were calculated by
the combined DFT/multireference configuration interaction (DFT/
MRCI) method of Grimme and Waletzke.[39] The configuration state
functions in the MRCI expansion are constructed from Kohn–Sham
(KS) orbitals, optimized for the dominant closed-shell determinant
of the electronic ground state by employing the BHLYP[40,41] func-
tional. All valence electrons were correlated in the MRCI runs, and
the eigenvalues and eigenvectors of eight singlet states were de-
termined. The initial set of reference configuration state functions
was generated automatically in a complete active-space-type pro-
cedure (including all single and double excitations from the five
highest occupied molecular orbitals in the KS determinant to the
five lowest virtual orbitals) and was then iteratively improved.

The first-order transition state for double proton transfer was pre-
optimized at the B3LYP level with the 6-31GACHTUNGTRENNUNG(d,p) basis set by using
the QST3 method[42] as implemented in the Gaussian03 program
package.[43] With the thus-obtained structure the S0 transition state
was optimized at the RICC2 level by using the trust radius image
minimization (TRIM) method[44] implemented in the STATPT module
from TURBOMOLE V5.8 with the same basis sets as for the mini-
mum structures.

The Derandomized ES DR2 Algorithm: Spectra were fitted to a
simple asymmetric rotor Hamiltonian by using a derandomized
(DR) evolutionary strategy (ES) which was developed in the mid-
90s by Ostenmeier et al.[45] This special implementation, which is
also used herein, represents the second generation of derandom-
ized ES and is abbreviated in the following as DR2.[46] It is shown
here to be a very good alternative to the genetic algorithm based
fits we have employed so far.[47, 48]

Both evolutionary strategies like the DR2 algorithm and the genet-
ic algorithm belong to the category of global optimizers known as
evolutionary algorithms, which were inspired by the biological pro-
cesses of reproduction and natural selection. However, whereas
the genetic algorithm tries to find a solution in parameter space
by combining information from a set of trial solutions with the aim
of creating better ones, the DR2 algorithm can sense in which di-
rection the fitness increases. In a first step of the DR2 algorithm,
some trial solutions are generated (offspring) by using a random
distribution around some starting point (parent), each consisting
of the complete parameter set necessary to describe the spectrum,
and the quality of each solution is analyzed by means of a fitness
function.[47,48] Provided one of the offspring is better than the
parent, this solution is selected and used to compute the next
parent, which then serves as the starting point for an iteration of
this cycle (generation). In calculating the parent for the next gener-
ation, the DR2 algorithm makes use of the correlation matrix for
successive changes in the parents (mutations). In essence, this
means that if for some parameter a parent has evolved in the
same direction for several generations, so that their correlation in
this parameter is positive, the most likely solution is assumed to
be further in that direction and the next parameter mutation will
be larger. Correspondingly, two anticorrelated mutations will lead
to a smaller mutation. By discriminating between mutation rates of
different parameters, the DR2 algorithm can reliably find the opti-
mal solution within a relatively small number of generations.[45]

The usefulness of the DR2 algorithm in solving physical problems
was shown by Shir et al. , who tested several evolutionary algo-
rithms for their ability to find the theoretical alignment of a
sample of molecules in space with shaped laser pulses.[49] The DR2
algorithm proved to be not only the fastest but also the most relia-
ble algorithm for this task, and it even outperformed several more
advanced algorithms such as DR3 and CMA–ES. Given their success
they then turned their attention to the problem of second har-
monic generation (SHG) which, although much more difficult,
showed that the DR2 algorithm again performed best.[46] When
used to fit our spectra, the DR2 algorithm succeeded in obtaining
good fits with a smaller population and within fewer generations
compared to the genetic algorithm (GA). Although the evaluation
of a single trial solution in the DR2 algorithm is more expensive,
this led to a reduction in the total computation time by a factor of
two compared to the GA.

2. Results and Discussion

2.1. The Dimer Origin

The rotationally resolved spectrum of the S1

!S0 origin of the
benzoic acid dimer has been reported before,[14,15] but was
measured again for this study. It is a b-type spectrum and
shows doubling of all lines due to concerted proton tunneling
in the double hydrogen bond. The size of this splitting is D=

1114.0�1.0 MHz. The spectrum is very congested, and each
apparent transition typically consists of some ten individual ro-
vibrational transitions. The transitions in these K stacks all
share the same DKa, but differ in the ground-state level from
which they originate. Under our experimental conditions, tran-
sitions originating from ground-state levels with J values up to
130 are needed to reproduce contributions to the spectrum
with an intensity of at least 0.5% of the strongest transitions.
Since there is no thermal equilibrium in the molecular beam,
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we employ a two-temperature
Boltzmann model to describe
the energy distribution. This re-
sulted in rotational tempera-
tures of T1=3.5 K and T2=5.3 K
with a relative T2 weight factor
of 0.29.

Besides the d0–d0 dimer we
measure the S1

!S0 origin of
four more isotopologues, which
give rise to six additional spec-
tra. These are the d1–d1 and d5–
d5 homodimers, where the
former is deuterated in the hy-
drogen bonds and the rings of
the latter are completely deuter-
ated, and the d*

0 –d1/d*
1 –d0 and

d*
0 –d5/d*

5 –d0 mixed dimers. Here
the asterisk denotes the elec-
tronically excited moiety. Due to
the weak electronic coupling
between the two monomer
units, the electronic excitation is
localized on one of them, and
as a result both mixed dimers have two separate origins de-
pending on which monomer is excited.[23] However, since the
isotopic shifts upon deuteration are small, the origins of these
mixed dimers (with the exception of the d*

5 –d0) are not spec-
trally separated from the homodimers consisting of the excited
monomer and have therefore not been resolved in previous
studies. As an example the
spectrum of the d*

0 –d5 dimer is
shown in Figure 1 together with
a simulated spectrum. The sim-
ulation consists of two compo-
nents: the spectrum of d0–d0,
for the simulation of which the
molecular constants are held
fixed to the optimal values de-
termined there, and the spec-
trum of d*

0 –d5 itself, blueshifted
by 0.67 cm�1. All other spectra
and their simulations can be
found in the Supporting Infor-
mation.

Within the experimental un-
certainty all initial simulations
produce transition dipole
moment directions correspond-
ing to pure b-type spectra, and
no a-type or c-type components
can be incorporated unambigu-
ously. Therefore, to obtain the
final results a pure b-type asym-
metric rotor Hamiltonian is
used. Also, for d*

0 –d1 and d*
1 –d0

as well as d*
0 –d5 and d*

5 –d0, the

ground-state rotational constants for each set are the same
within their experimental uncertainties, that is, both spectra in
each of these two sets indeed originate from a common
ground state structure. In a final fit the ground-state rotational
constants for both spectra in each set are therefore forced to
be equal. The parameters obtained from the final fits are given

Figure 1. Electronic origin of the benzoic acid d*
0 –d5 dimer at 35724.456 cm�1. In the upper two traces the mea-

sured spectrum and the best simulation are shown. The lower two traces show the two components present in
the simulation, that is, the d*

0 –d5 spectrum and the d0–d0 spectrum, for the latter of which the molecular parame-
ters deduced from the analysis of a separate measurement were used. The arrows indicate the spectral origins.

Table 1. Origins and molecular parameters for the isotopologues of the benzoic acid dimer determined from
fits using evolutionary algorithms.

d0–d0 d0–d0+57 cm�1 d1–d1 d5–d5

This work Ref. [14] Ref. [15]

A’’ [MHz] 1925.00(20) 1923(16) 1926.87(50) 1925.04(21) 1905.94(18) 1686.92(16)
B’’ [MHz] 128.05(14) 127(8) 128.19(10) 128.08(14) 127.73(14) 118.91(14)
C’’ [MHz] 120.14(14) 114(8) 120.27(10) 120.17(14) 119.79(14) 111.16(14)
A’ [MHz] 1908.95(16) 1908(16) 1910.70(50) 1920.48(17) 1890.16(15) 1672.95(13)
B’ [MHz] 127.53(14) – 127.67(10) 127.57(14) 127.18(14) 118.42(14)
C’ [MHz] 119.63(14) – 119.76(10) 119.64(14) 119.24(14) 110.68(14)
DA [MHz] �16.05(9) �15(10) �16.17(20) �4.56(9) �15.78(8) �13.98(7)
DB [MHz] �0.52(12) � �0.52(1) �0.52(12) �0.55(12) �0.48(12)
DC [MHz] �0.51(12) � �0.51(1) �0.53(12) �0.55(12) �0.48(12)
D [MHz] 1114.0(10) 1107(7) 1116(3) 1656.4(11) <45 1077.0(10)
Origin [cm�1][a] 35723.786(1) 35723.82(5) – 35781.091(1) 35737.416(1) 35874.324(1)

d*0 –d1 d*1 –d0 d*0 –d5 d*5 –d0

A’’ [MHz] 1915.76(32) 1915.76(17) 1798.21(14) 1798.21(15)
B’’ [MHz] 127.91(15) 127.91(14) 123.42(14) 123.42(14)
C’’ [MHz] 119.98(15) 119.98(14) 115.58(14) 115.58(14)
A’ [MHz] 1899.65(26) 1900.51(14) 1784.55(12) 1782.50(12)
B’ [MHz] 127.39(15) 127.33(14) 122.95(14) 122.90(14)
C’ [MHz] 119.50(15) 119.42(14) 115.11(14) 115.07(14)
DA [MHz] �16.11(16) �15.25(10) �13.66(6) �15.72(7)
DB [MHz] �0.50(12) �0.57(12) �0.46(12) �0.52(12)
DC [MHz] �0.50(12) �0.56(12) �0.48(12) �0.51(12)
D [MHz] 136.7(12) 98.9(11) 1137.0(10) 1116.9(11)
Origin [cm�1][a] 35722.789(1) 35737.574(1) 35724.456(1) 35872.481(1)

[a] In the spectra with splitting, the origin of the reddest component is given.
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in Table 1. The estimated lifetime broadening of the transitions
is 20�10 MHz, corresponding to an excited state lifetime of
8�4 ns. Unfortunately, the congested nature of the spectra
prohibits a more accurate determination.

Immediately obvious is that the changes in the rotational
constants (DBg; g = a, b, c) are largely independent of deutera-
tion, and thus the spectra are qualitatively very similar in ap-
pearance. Strikingly, both for the d*

0 –d1/d*
1 –d0 and the d*

0 –d5/
d*
5 –d0 mixed dimers, the two spectra originating from the

same ground state show substantially different tunneling split-
tings. In the case of d1–d1 no splitting is observed. From test
calculations we estimate how large the separation between
two closely spaced spectral components must be in order to
observe both. This results in a value of 45 MHz, which indicates
an upper value for the splitting.

2.2. The 57 cm�1 Vibronic Band

Figure 2 shows the rotationally resolved spectrum of the vi-
bronic band located 57 cm�1 above the electronic origin of the
d0–d0 dimer. Although the signal-to-noise ratio is more than an
order of magnitude lower than that of the origin spectrum,
the agreement between simulation and experiment is clearly
still very good. On comparison with the origin spectrum it is
also apparent that the amount by which all lines are split due
to tunneling is substantially larger; the fit yields a value of
1656.4�1.1 MHz, which corresponds to an increase of almost
50%. The molecular parameters resulting from this fit are
listed in Table 1.

2.3. Determination of the Cluster Structure Parameters

The RICC2 optimizations of the S0 state structure with imposed
C1 and C2h symmetry restrictions are performed with the TZVP
basis sets. The results of both calculations are identical within

the accuracy of the calculation, and this confirms the symme-
try of the equilibrium structure. The rotational constants result-
ing from the constrained calculations are listed in Table 2
along with the experimental rotational constants from this
study and the optimized geometric parameters. The agree-
ment between calculated and experimental inertial parameters
is very good, with the calculated constants differing from the
measured ones by less than half a percent. Since the experi-
mentally determined rotational constants are effective values
rather than equilibrium values, we ascribe the difference to ef-
fects of zero-point energy vibrational averaging and assume
the calculated structure to be the best possible fit to our meas-
urements. The S1 state optimizations at the same level of
theory result in rotational constants close to those of the
ground state. The A constant is found to decrease by 16 MHz
on electronic excitation, which compares to a difference of
19 MHz between the RICC2/TZVP calculations of the excited
state and the electronic ground state.

The atomic numbering of the benzoic acid dimer used in
the discussion of the structural parameters of the monomers
and the hydrogen-bond parameters is shown in Figure 3. The

calculated geometric parameters for both benzoic acid moiet-
ies are equal for the ground state (C2h symmetry), while they
differ considerably for the electronically excited state, reflecting
the localized excitation with a reduction of the symmetry to Cs.
The electronically excited benzoic acid moiety (marked with as-
terisks in the bond definitions in Table 2) shows an increase of

the average C�C bond length
from 139.4 pm in the ground
state to 143.0 pm, which is typi-
cal for benzenoid aromatic com-
pounds. The unexcited moiety
of the electronically excited
dimer has an average C�C bond
length of 139.6 pm, which is
nearly the same as in the
ground state and confirms lo-
calization of excitation on one
of the benzoic acid moieties.
The decrease of the C1�C7
bond length, indicating quinoi-
dal character in the S1 state, is
also found in other monosubsti-
tuted benzenes.

The hydrogen-bond geomet-
ric parameters show the same
behavior: two equal O9�H9a
bond lengths and equal O9-
H9a-O8* angles, which define

Figure 2. Vibronic band at 35781.091 cm�1, around 57 cm�1 above the electronic origin of the benzoic acid d0–d0

dimer.

Figure 3. Atomic numbering of the benzoic acid dimer used in Table 2. The
asterisks mark the electronically excited benzoic acid moiety.
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the deviation from linearity of
the hydrogen bonds in the elec-
tronic ground state, while both
geometric parameters differ
considerably in the excited
state. The COH···OC* hydrogen
bond is considerably shorter
than in the electronic ground
state (�5.2 pm), while the
*COH···OC bond is longer by
1.8 pm. These opposite changes
of the hydrogen-bond lengths,
which are founded in the de-
creased OH acidity on electronic
excitation, result in in-plane tilt-
ing of the monomer moieties in
the excited state. The amount
by which the structure is bent
cannot be determined in the
same way as was done by Re-
mmers et al. ,[14] since they as-
sumed both monomer geome-
tries were retained in the dimer,
which is not the case and leaves
their bending angle ill-defined.
When we instead define the
bending angle as C4-CM-C4*,
where CM stands for the center
of mass of the dimer, a value of
0.7�0.28 results. Since the de-
crease in length of the short-
ened hydrogen bond is larger
than the increase in length of
the elongated one, these results
are consistent with the reduc-
tion in the average carboxyl
O···O distance found in earlier
work.[8,11]

2.4. Determination of the
Center-of-Mass Distance

An easy approach to the change
of the cluster structure upon
electronic excitation can be made by using the center-of-mass
(COM) distance of the monomer moieties in the cluster, as has
been shown by Connell et al.[50] The COM distance of two mo-
nomer moieties in a dimer is given by Equation (1)

R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
g IDimer

g �
P

g IMonomer1
g �

P
g IMonomer2

g

2m

s
ð1Þ

where m is the reduced mass of the two moieties, and Ig are
the respective moments of inertia, described by their super-
scripts, which are calculated from experimentally determined
rotational constants. The COM distances for d0–d0 and d1–d1 in

the ground state were calculated by using the monomer rota-
tional constants, taken from the microwave work of Onda
et al. ,[51] for both moieties. The difference between the COM
distances of d0–d0 and d1–d1 can be traced back to the differ-
ent vibrational averaging in these isotopologues.

While the determination of the COM distance in the elec-
tronic ground state is conceptually easy, two problems arise
for the electronically excited state: first, the rotational con-
stants of the excited state of the monomer are not known.
Second, it is not known a priori whether the excitation is local
or delocalized over both moieties. In the first case different ro-
tational constants must be used in Equation (1) for Monomer1
and Monomer2. One of the monomers would then have the

Table 2. Rotational constants and S0- and S1-state geometric parameters of the benzoic acid dimer calculated
at the RICC2/TZVP level of theory. The atomic numbering refers to Figure 3. All bond lengths are given in pic-
ometers, and angles in degrees. Atoms marked with an asterisk belong to the electronically excited benzoic
acid moiety.

S0 S1

RICC2 Crystal data[53] Exptl.[a] RICC2 Exptl.[a]

A’’ [MHz] 1919 – 1925 1900 1909
B’’ [MHz] 128 – 128 127 127
C’’ [MHz] 120 – 120 119 120
C1�C2 139.9 139.2 – 140.0 –
C2�C3 139.2 140.1 – 139.3 –
C3�C4 139.5 138.4 – 139.6 –
C4�C5 139.6 137.9 – 139.6 –
C5�C6 139.1 138.7 – 139.2 –
C6�C1 139.9 139.0 – 140.0 –
C1�C7 148.3 148.4 – 148.6 –
C7�O8 124.0 126.3 – 124.2 –
C7�O9 130.0 127.5 – 132.8 –
O9�H9a 100.3 ca. 100 – 100.2 –
C�H (av) 108.3 – – 108.4 –
C2-C1-C7 121.3 118.8 – 121.3 –
O8-C7-O9 123.8 123.2 – 124.0 –
C1-C7-O8 122.2 120.2 – 121.9 –
C7-O9-H9a 108.5 – – 108.8 –
C1*�C2* 139.9 139.2 – 143.4 –
C2*�C3* 139.2 140.1 – 143.2 –
C3*�C4* 139.5 138.4 – 141.9 –
C4*�C5* 139.6 137.9 – 142.9 –
C5*�C6* 139.1 138.7 – 143.1 –
C6*�C1* 139.9 139.0 – 143.4 –
C1*�C7* 148.3 148.4 – 144.3 –
C7*�O8* 124.0 126.3 – 125.7 –
C7*�O9* 130.0 133.1 – 134.5 –
O9*�H9a* 100.3 ca. 100 – 100.0 –
C*�H* (av) 108.3 – – 108.3 –
C2*-C1*-C7* 121.3 118.8 – 122.8 –
O8*-C7*-O9* 123.8 123.2 – 123.6 –
C1*-C7*-O1* 122.2 120.2 – 122.2 –
C7*-O9*-H9a* 108.5 – – 108.2 –
H9a�O8* 165.4 ca. 160 – 160.2 –
O8�H9a* 165.4 ca. 160 – 167.2 –
O8�O9* 265.7 263.3 – 267.2 –
O9�O8* 265.7 263.3 – 260.4 –
O9-H9a-O8* 179.0 – – 177.5 –
O9*-H9a*-O8 179.0 – – 179.1 –

[a] Experimental values from this study. For exact values and accuracies, see Table 1
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rotational constants of benzoic acid in the ground state, and
the other the rotational constants of the electronically excited
state. Since these rotational constants are not available, we use
the ground state rotational constants of both monomers for a
rough model (model 1).

Because we conclude that the electronic excitation is local-
ized, a more accurate COM distance can be derived when the
rotational constants of the monomer excited state are used.
These can be obtained by calculating the structure of the ben-
zoic acid monomer by DFT with the B3LYP functional for the
ground state and with time-dependent (TD)DFT for the excited
state. The difference between the two sets of rotational con-
stants closely matches the change in the rotational constants
on electronic excitation, while the absolute values are less reli-
able. We therefore added the difference between the calculat-
ed rotational constants from the DFT and TDDFT calculations
to the microwave rotational constants to get the inertial pa-
rameters for the excited monomer moiety, and used these in a
more accurate model (model 2).

Table 3 compares the COM distances in the ground and elec-
tronically excited states of the benzoic acid dimer for both mo-
nomer models. For both isotopologues and independent of
the model used we find an increase in the COM distance, that
is, a decrease of the hydrogen-bond strength on electronic ex-
citation.

2.5. Symmetry

Both the S1

!S0 spectrum and the vibronic band 57 cm�1

above it are b-type spectra consisting of two components. In-
terestingly, the separation between these components is larger
in the vibronic spectrum than in the origin spectrum. Figure 4
shows the three possible ways to combine these two observa-
tions: a) the ground-state splitting is very small, b) the S1-state

splitting is very small, or c) both are appreciable. Since it is ex-
pected from theory that the splitting in the electronically excit-
ed state is smaller than that in the ground state due to the
weakening of one of the hydrogen bonds (e.g. , see ref. [5]) we
hold the first option for unlikely and will therefore not explore
it further. For the other two options, some of the arrows
drawn in Figure 4b and c are not unique; the relative sizes of
the tunneling splittings are equally unknown. However, it is
clear that without any selection rules restricting the possibili-
ties, the vibronic band would consist of four components, and
in case c the same would hold for the origin transition. This is
clearly not what we observe, so a closer look at the symmetry
of the dimer system is warranted. For a large part the group
theory for this system is the same as for the formic acid dimer,
which has been described in detail by Madeja et al.[1] We there-
fore focus on the main differences and conclusions here; more
information can be found in their article. Additionally, we will
consider case b to be the limiting case for the energy-level or-
dering shown in Figure 4c and no longer consider it separate-
ly.

As shown in Section 2.3, the ground-state structure is of C2h

symmetry and if we assume a synchronous tunneling motion,
the transition state is of D2h symmetry, which means we must
describe the ground state using the molecular symmetry
group G8. For the electronically excited state, however, we al-
ready concluded that the electronic excitation is localized on
one monomer unit. This immediately lowers the symmetry to
Cs with a C2v transition state (with the A axis as the C2 axis) so
that we must describe the excited state using G4. The energy-
level diagram and allowed transitions that result for the origin
and the seven lowest-frequency vibrations (see Section 2.6) are
shown in Figure 5. Note that all levels have two symmetry
labels due to the unresolved K-type doubling in this system.

If in addition to the localization of the electronic excitation
the excited state has a bent structure, then the system has
Cs(M) symmetry (isomorphic with Cs) and all energy-level labels
are transformed into A’/A’’. This means all transitions would
become possible again, in contradiction with our observations.

Table 3. Center-of-mass distance [pm] of the d0–d0 and the d1–d1 isoto-
pologues of the benzoic acid dimer in the ground and electronically ex-
cited states.

d0–d0 d1–d1

S0 712.6 708.9
S1 model 1 714.6 713.3
S1 model 2 713.1 711.7
D model 1 2.0 4.4
D model 2 0.5 2.8

Figure 4. Three possible energy-level schemes for explaining the observed
S1

!S0 and S1+57 cm�1 !S0 spectra.

Figure 5. Energy-level ordering and allowed transitions for the electronic
origin and seven lowest-frequency vibrations under C2v symmetry; vibration-
al nomenclature after ref. [30] . Out-of-plane vibrations are designated as
oop, and in-plane vibrations as ip.
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Clearly the bending angle for the excited-state geometry we
deduced in Section 2.3 is small enough to approximate the
system as G4-symmetric.

The assumption of G4 symmetry also affects the intensity
ratios between different transitions. The effect, however, is
small : when the K-type doubling cannot be resolved (as in our
case) a ratio between DKaDKc (even/even) and (even/odd) to
(odd/odd) and (odd/even) transitions of 31:33 results. This
effect is further diminished by the crowdedness of the spec-
trum, which mixes different transitions under each apparent
line shape, and leads to our inability to decide on the correct-
ness of this assumption based on nuclear statistics.

2.6. Vibronic Band Assignment

For a correct assignment of the 57 cm�1 band we need the cal-
culated frequencies for the vibrations indicated in Figure 5;
they are given for the S0 state in Table 4. MOLDEN frequency
files containing the optimized geometry and all intra- and in-
termolecular vibrations can be found in the Supporting Infor-
mation.

We know from earlier work by Poeltl et al.[24] that for this
particular vibration the excited-state frequency is practically
the same as that in the ground state, which allows us to use
these ground-state frequencies for our assignment. They were
derived under C2h symmetry and the corresponding symmetry
labels are given. However, as was described in Section 2.5, due
to the feasibility of the tunneling motion and the localization
of electronic excitation, we should use the G4 symmetry group,
which is isomorphic to C2v, to describe possible transitions. For
this reason G4 symmetry labels were also added. The last three
columns list the calculated changes in rotational constants for
these vibrations in the harmonic approximation.

Since the splitting observed in the vibronic-band spectrum
is larger than that in the origin spectrum (1656.4 vs
1114.0 MHz) it is clear that an assignment to a vibration having
the same selection rules as the origin transition (those on the
right-hand side in Figure 5) is only possible if the vibration
itself increases the tunneling rate. Since the out-of-plane twist-
ing motion and the out-of-plane hindered rotation leave the

hydrogen-bonding network practically unaffected, these are
ruled out. The in-plane hydrogen-bond stretch is expected to
increase the tunneling rate, but the motion itself would lead
to a change in the B and C rotational constants. Since this con-
tradicts our measurements, we also exclude the in-plane H-
bond stretching motion as a possibility, forcing us to conclude
that the selection rules for the 57 cm�1 vibronic band must be
reversed.

Examining the four vibrations listed on the left-hand side of
Figure 5, the same argument excludes the in-plane sliding
motion, as it is expected to affect the B and C rotational con-
stants as well as A, contrary to our observations. This leaves us
with only three possible assignments: the out-of-plane butter-
fly motion, the out-of-plane hindered translation, and the in-
plane cogwheel hindered rotation. Without additional informa-
tion to discriminate between these modes, we opt to trust the
calculated frequencies and assign the 57 cm�1 band as the
out-of-plane butterfly motion, in excellent agreement with cal-
culations (58 cm�1). It also agrees with the observation that the
frequency is virtually unchanged in the d5–d5 dimer,[23] and
with the assignment made in reference [24] . Unfortunately,
however, the effect of this vibration on the A rotational con-
stant does not agree with our measurements. Indeed, even the
sign of the predicted change is wrong. Although the vibration-
al effects on the rotational constants were calculated in the
harmonic approximation and it is well-known that the vibra-
tions in the benzoic acid dimer are highly anharmonic,[30] we
infer that this vibration must be accompanied by a structural
change that is not predicted by our calculations.

2.7. Splittings

Interestingly, the out-of-plane butterfly mode involves practi-
cally no motion of the hydrogen-bonding network. If we
assume that this means the effect on the tunneling rate is neg-
ligible, we can deduce the sizes of the S0- and S1-state tunnel-
ing splittings. As can be seen in Figure 5 the splitting observed
in the vibronic band spectrum would then be the sum of the
S0 and S1 tunneling splittings, whereas the separation between
the two components in the origin spectrum would be equal to

the difference. If we now, as in
Section 2.5, take the S0 splitting
to be larger than the S1 split-
ting, it immediately follows that
D(S0)=1385.2�0.7 MHz and
D(S1)=271.2�0.7 MHz. In the
case of a pure, coherent tunnel-
ing motion in a simple symmet-
ric double-minimum potential
well, we can now calculate the
effective potential barrier Veff in
the WKB approximation.[52] The
imaginary frequency at the top
of the barrier wi and the corre-
sponding ground-state frequen-
cy wF were deduced from a
normal-mode analysis of the S0

Table 4. RICC2/TZVP calculated frequencies for the seven lowest S0 state vibrations of the d0–d0 and d5–d5 ben-
zoic acid dimers including their symmetry labels under the C2h point group and the G4 molecular symmetry
group. Also given are the calculated changes in rotational constants to which they lead in the harmonic ap-
proximation. The MOLDEN frequency files containing the optimized geometry and all intra- and intermolecular
vibrations are mandatory for the description of the vibrations. They can be found in the Supporting Informa-
tion.

Vibration Frequency [cm�1] Symmetry Dg ; g = A, B, C [MHz]

d0–d0 d5–d5 C2h G4 DA DB DC
Observed 57.31 – – – 11.49 0.00 �0.02
Oop butterfly 58.1 56.5 au B1 �14.26 �0.06 0.00
Oop hindered translation 88.6 86.7 bg B1 �18.17 �0.08 0.00
Ip cogwheel hindered rotation 97.9 93.5 bu B2 �8.93 �0.01 �0.05
Oop twist 110.9 101.4 au A2 �7.78 �0.03 0.00
Ip H-bond stretch 116.8 113.8 ag A1 �9.57 5.40 4.69
Ip sliding motion 134.1 129.5 ag B2 2.09 1.58 1.40
Oop hindered rotation 171.7 171.2 bg A2 �13.33 �0.06 0.00
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transition state and ground state RICC2 structures, respectively.
Using the resulting values of wi=1122 cm�1 and wF=

3167 cm�1 we find an S0-state potential barrier of 6224 cm�1

(7.45 kJmol�1). Because no reliable S1-state transition frequency
was calculated, we assume the same frequencies to calculate
the S1-state potential barrier, which results in a value of
6672 cm�1 (7.99 kJmol�1).

Since the approximation used here is quite crude, we do not
expect these barrier heights to be very accurate, even though
the S0-state barrier is quite close to that of 6.93 kJmol�1 found
in the most extensive calculation done until now.[5] However,
we do expect the ratio of the S1 to S0 barrier heights to be rel-
atively accurate. Thus, we can conclude that the barrier height
increases by about 7.2% on electronic excitation.

The fact that the splitting observed in the 57 cm�1 band
spectrum can be interpreted as arising from proton tunneling
while no further splitting has been observed leads to the con-
clusion that exciton splitting does not show up in our spectra.
This leads to an upper limit of 45 MHz for the exciton splitting
and confirms the conclusion from earlier work that excitation
transfer only becomes important at higher excess energies.[24]

3. Conclusions

From a measurement of the rotationally resolved spectra of
five different isotopologues we observed two separate origins
for each of the mixed dimers. Together with the observation
that the ground-state rotational constants are the same for
both of these spectra, this provides unequivocal proof that the
electronic excitation is localized on one of the monomer units.
From our structural analysis it can be deduced that this leads
to an asymmetry in the geometry of the hydrogen-bonding
network and lowering of the dimer symmetry to Cs. We also
found an increase in the center-of-mass distance between the
two monomer moieties, from which we conclude that the hy-
drogen bond is weakened upon electronic excitation. Analysis
of a vibronic band located 57 cm�1 above the electronic origin
leads us to the conclusion that it should be assigned to the
out-of-plane butterfly motion and allows separate deduction
of the S0- and S1-state splittings. From the resulting splittings,
D(S0)=1385.2�0.7 MHz and D(S1)=271.2�0.7 MHz, it can be
concluded that the barrier height in the S1 state is 7.2% larger
than that in the S0 state. No evidence for excitation transfer
was found.
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Tunneling Splittings in the S0 and S1
States of the Benzoic Acid Dimer
Determined by High-Resolution UV
Spectroscopy

How the barrier changes : The amount
by which both the S0 and S1 energy
levels of the benzoic acid dimer are split
due to concerted proton tunneling are
determined. The exact structure of the
dimer in both states is also derived by
means of rotationally resolved UV spec-
troscopy. In the picture the structure of
the benzoic acid dimer is superimposed
on a rotationally resolved UV spectrum.
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