Above-threshold ionization in a strong dc electric field
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High-lying Rydberg states of Xe have been ionized using intense 108 μm radiation from a free-electron laser. Measured two-dimensional photoelectron images reveal significant above-threshold ionization and contain an indirect contribution resulting from the combined action of the atomic Coulomb field, laser field, and dc electric field of the spectrometer on the electron. The observation of indirect ionization contains information about the electron localization directly after the laser excitation and indicates that the experiments are performed in the multiphoton regime of strong-field ionization. The experiments are compared to and interpreted by means of both classical and quantum-mechanical simulations.
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I. INTRODUCTION

Strong-field laser ionization plays a crucial role in a number of experiments that have recently attracted considerable attention. Recollisions of electrons produced by strong-field ionization are at the basis of the process of high-harmonic generation where extreme ultraviolet (XUV) radiation is produced with a time structure in the attosecond domain [1], can probe structure and dynamics in molecular clock experiments [2], and allows the reconstruction of ground-state electronic wave functions, which leave their signature on the high-harmonic spectrum [3]. Furthermore, strong-field laser ionization can be used to monitor the dynamics of bound electrons on attosecond time scales [4]. The interpretation and further development of experiments such as these relies on a thorough understanding of strong field laser ionization and an assessment of the validity of different ionization mechanisms that are invoked.

Ionization of atoms and molecules in an intense laser field is commonly described in terms of one of two physical mechanisms: namely, multiphoton ionization or field ionization. In the multiphoton ionization regime, the ionization yield scales as $S \sim N^{\gamma}$, where $I_{\text{laser}}$ is the intensity of the laser and $N$ represents the minimum number of photons needed to cross the ionization threshold. In the field-ionization regime, ionization occurs by passing over or tunnelling through the barrier that results from combining the atomic Coulomb potential and the laser electric field. The transition from the multiphoton to the field-ionization regime is commonly related to the value of the Keldysh parameter $\gamma = (V_{\text{kin}}/2U_p)^{1/2}$, where $V_{\text{kin}}$ is the ionization potential of the atom and $U_p$ is the ponderomotive energy. $U_p$ corresponds to the kinetic energy of a free electron in the laser field. Throughout this paper we will use atomic units unless specified otherwise. In terms of the laser electric field strength $F_{\text{laser}}$ and frequency $\omega$, the ponderomotive energy is then expressed as $U_p = F_{\text{laser}}^2/4\omega^2$. In the ionization of ground-state atoms or molecules using visible or near-infrared radiation, $\gamma \gg 1$ implies multiphoton ionization, while for $\gamma \ll 1$ ionization proceeds by tunneling or over-the-barrier ionization.

Around $\gamma = 1$, nonadiabatic tunneling processes are important, where the electron spends a significant amount of time (several half-cycles of the exciting laser field) in the classically forbidden region [5]. The development of new light sources allows high-intensity laser experiments in hitherto inaccessible wavelength domains. At newly developed XUV and x-ray free-electron lasers (FELs) intensities up to $10^{16}$ W/cm² have been realized at photon frequencies comparable to or larger than the atomic ionization potential, leading to dramatically different and as-yet not fully explained behavior [6]. In this paper we report photoelectron imaging experiments at far-infrared wavelengths ($\lambda = 108$ μm, $\omega = 4.2 \times 10^{-4}$ a.u.), where resolved above-threshold ionization (ATI) peaks are observed and where our experiment contains a unique observable indicating the contribution arising from ionization near the nucleus.

Experimental observables that can distinguish multiphoton or field ionization are scarce. Freeman resonances are commonly viewed as indicators of multiphoton ionization. They occur in photoelectron spectra when multiphoton excitation leads to a population of Rydberg states which are subsequently ionized. However, in focal volume-averaged experiments Freeman resonances continue to dominate the photoelectron spectra when one moves into the tunneling and over-the-barrier regime [7]. Conversely, cutoffs in the photoelectron spectrum at characteristic kinetic energies of $2U_p$ or $10U_p$ can be understood in terms of laser acceleration of electrons following field ionization [8,9], but are often not very clearly observed.

A few years ago, we reported experiments where Xe atoms were ionized in the presence of a dc electric field. A tunable, narrow-bandwidth laser was tuned between the saddle point in the Coulomb+dc field potential and the field-free ionization limit of the atom (see Fig. 1). The dc field was used to project ionized electrons onto a two-dimensional imaging detector [10,11]. Both “direct” and “indirect” electron trajectories were observed that could be distinguished by the maximum radius on the detector up to which they were detected. Direct trajectories correspond to electrons reaching the detector without further interaction with the ionic core (formally, without recrossing the electric field axis [12]),
of the Xe atoms was excited to high-lying Rydberg states using a 108-μm (Δλ = 2 μm) FELIX pulse that was sliced out of the 4-μs-long FELIX macropulse using an optical switch consisting of a Si slab illuminated by a synchronized frequency-doubled Nd:YAG laser. The FELIX pulse propagated at right angles with respect to both the Xe+ beam and the dye laser beam was polarized in the plane of the two-dimensional (2D) imaging detector and was focused using an f/10 off-axis parabolic mirror. Assuming a transform-limited pulse duration (≈5 ps) and diffraction-limited focusing of the beam, the peak intensity in the experiment was estimated to be as high as 10^12 W/cm^2. The photoelectrons were accelerated in a F_{dc}=235 V/cm (4.57×10^6 a.u.) extraction field and projected onto a dual microchannel-plate assembly followed by a phosphor screen and a camera system. The field geometry of the extraction optics allowed operation of the electronic optics in velocity-map imaging (VMI) mode [13], where the (x,y) position of electrons on the detector is determined by the velocity components (v_x,v_y) of the ejected photoelectron independent of the position in the laser focus where the photoelectron is created.

II. EXPERIMENT

Our experiments were performed at the FELIX (Free Electron Laser for Infrared eXperiments) facility in Nieuwegein (The Netherlands). A beam of metastable Xe^+(6s)[3/2]_n_z atoms was created using electron-impact excitation and propagated along the symmetry axis (see Fig. 2) of a velocity map imaging spectrometer. The Xe^+ beam was crossed at right angles by the moderately focused output from a Lambda Physik Scanmate dye laser. A small fraction of the Xe^+ atoms was excited to high-lying Rydberg states (n ≳ 20) by two-photon excitation, without leading to significant ionization. After a short delay (≈10 ns), the Xe Rydberg states were ionized using an isolated 108-μm (Δλ = 2 μm) FELIX pulse that was sliced out of the 4-μs-long FELIX macropulse using an optical switch consisting of a Si slab illuminated by a synchronized frequency-doubled Nd:YAG laser. The FELIX pulse propagated at right angles with respect to each other and with respect to a Xe+ beam that moves along the detector axis of a velocity map imaging spectrometer. The polarization of the dye laser, P_{dyel}, is perpendicular to the plane of the imaging detector, while the polarization of the free-electron laser, P_{FEL}, is in the plane of the imaging detector. This allows recovery of the 3D velocity distribution of the detected electrons by means of an Abel inversion as long as the electron angular distribution does not depend on the dc electric field (see text for details).

III. EXPERIMENTAL RESULTS

Images were recorded while varying the wavelength of the tunable dye laser and thereby the energy of the Rydberg state that was subsequently ionized by the FEL. Selected images are shown in Fig. 3. In all the images a series of concentric rings can be observed, which correspond to different ATI orders. The photoelectron emission is preferentially along the far-infrared laser polarization axis, which is the vertical axis in the images. Since the images represent a...
is $2\pi/(3F^{\pi})=33.6$ ps. It follows that the experiment is performed in the high-frequency limit, where the electron cannot adiabatically respond to the driving laser field ($F_{\text{laser}}=2\pi/\omega=360$ fs), but performs a quiver motion in the field with amplitude $A_{0}=F_{\text{laser}}/\alpha^{2}$. At an intensity of $10^{7}$ W/cm$^{2}$ ($F_{\text{laser}}=1.69\times10^{-5}$ a.u.) and $\omega=4.2\times10^{-4}$ a.u. this quiver amplitude is only equal to 96 a.u. Consequently the laser is unable to drive the electron toward the saddle-point in the Coulomb+laser field potential within the optical period of the laser. Tunneling and over-the-barrier ionization is therefore impossible, even though the strength of the laser field is sufficient to suppress the saddle point significantly below the energy of the Rydberg state. The Keldysh parameter loses its usefulness under these conditions. Even though, for the lowest energy in Figs. 3 and 4 ($E=-0.001$ 06 a.u.), $\gamma$ reaches a value of 1.15 for an intensity of $10^{7}$ W/cm$^{2}$, this does not imply that field ionization is possible.

Consequently, we argue that the newly appearing peak in Figs. 3 and 4 is the result of a post-collision interaction of the electron with its parent ion, caused by the dc electric field in the experiment. We take this peak as evidence that the ejection of the photoelectrons by the FEL includes electron trajectories that originate in a region of about 100 a.u. around the nucleus, where the gradients of the Coulomb potential are large enough to cause sufficient momentum exchange with the electron. To support this conclusion both classical and quantum-mechanical simulations will be presented in the next two sections.

We note that with the exception of one measurement performed for $E=-0.001$ 18 a.u. only a single indirect branch is observed in the photoelectron spectra, whereas the number of ATI peaks is as high as 6. As confirmed in our previous experiments [10], the cone along the electric field axis that leads to indirect ionization narrows with increasing energy and eventually becomes negligible.

IV. CLASSICAL SIMULATIONS

Classical calculations can often help to understand the origin of features in quantum systems. Therefore we performed several types of classical calculations for an atom in a static electric plus strong IR field. In the conceptually simplest calculation (model A) the initial conditions of the electron were sampled randomly so that the classical distribution had the same total energy and the same spatial distribution as the initial quantum state. The classical equations of motion were then solved with the IR field first ramped on and then ramped back off. This gave results that have almost no similarity to the experiment. First, the classical calculation gives no ionization until the laser reached a threshold intensity. Second, when ionization does occur, there are no rings in the momentum distribution like those seen in the experiment. This is not surprising because this classical model does not incorporate the discrete final energies due to the absorption of an integer number of photons. Only at the very highest intensities, when the rings are a minor feature, would model A be expected to give results similar to experiment.

Therefore a completely different type of calculation was subsequently performed (model B). The initial conditions in
the classical calculation were tailored to reflect the fact that photons are absorbed near the nucleus. The radial distance where the photon is absorbed can be estimated from stationary phase arguments: the photon is absorbed at the radius where the radial momentum before the photon is absorbed (when the electron has energy $E$ and angular momentum $L$) matches that after the photon is absorbed (when the electron has energy $E+\omega$ and angular momentum $L+1$). This yields a radial distance of $\sqrt{\frac{L+1}{\omega}}$ and, for our frequencies and using $1<\omega<10$, gives a radius of the order of 100 a.u. The electrons were ejected radially outward at an energy given by $E_{\text{init}}+n\omega$ at a distance of 100 a.u. from the nucleus with an equal weight for all angles. They were launched in the Coulomb plus IR field randomly in time proportional to the intensity of the IR field for one photon, intensity squared for two photons, etc. For small IR intensities, this gave rings at the correct position with no adjustable parameters. However, the rings were completely washed out even at modest intensities (for example, $10^5$ W/cm$^2$) when the rings are strongly visible in the experiment and in the fully quantum calculations. After examining the final momentum distribution in this classical calculation, it was found that the rings are destroyed because the electron absorbs energy from the IR field.

A last calculation was performed (model C) which did give good agreement with the experiment with no adjustable parameters. In this calculation, the electron was again launched radially outward at $r\sim100\sim200$ a.u. with energy $E+n\omega$. However, we now used the Kramers-Henneberger frame—i.e., the acceleration gauge. Figure 5 shows the positions of observed peaks in the radial distributions of the emitted photoelectrons as a function of the energy of the Rydberg state prepared by the dye laser, along with predictions that were calculated by means of classical trajectory calculations according to model C. The radial positions where the photoelectrons are detected can be fully understood on the basis of the model, and inspection shows that the additional peak between the lowest-order photoelectron peak and the first ATI peak is due to indirect trajectories, where the electron interacts one or more times with the nucleus before moving off toward the detector. The observation of electron trajectories that originate at the nucleus is consistent with the multiphoton picture of strong-field ionization. Only at very high fields (when the size of the quiver motion becomes comparable to the radius from which the electron is launched) is it fruitful to think of the system as a classical electron being removed from the atom by classical laser fields. At medium to low intensities, it is more fruitful to think of the electron as suddenly acquiring $n\omega$ of energy with the motion in the laser plus atomic and static fields being more accurately described in the acceleration gauge.
The time-dependent Hamiltonian is given by
\[ \hat{H}(t) = \hat{H}_a + \hat{F}_{\text{dc}} + \hat{F}_{\text{laser}}(t) \]
where \( \hat{H}_a \) is the atomic Hamiltonian and \( \hat{F}_{\text{laser}}(t) \) has the form
\[ \hat{F}_0 \cos(\omega t) \exp\left[-\left(\frac{t}{\tau}\right)^2\right] \]
where \( \omega = 6.0 \times 10^{-4} \text{ a.u.} \) (corresponding to a wavelength of 76 \( \mu \text{m} \)) and \( \tau = 2 \text{ ps} \) were used. The initial state was formed by mimicking the experimental arrangement, with a laser pulse causing a transition to states centered at \( E_{\text{init}} = -8.4 \times 10^{-2} \text{ a.u.} \) with respect to the field-free ionization potential. As in the experiment, this prepares a mixture of eigenstates weighted by the two-photon matrix element with the ground state. The atomic Hamiltonian was approximated as a Numerov three-point difference on a square-root radial mesh for the kinetic energy and contained an available model potential chosen to reproduce the quantum defects of Na.\(^2\) The atomic Hamiltonian couples adjacent radial points at fixed \( l \), whereas the field couples \( l \) to \( l \pm 1 \) at fixed \( r \).

Recalling that the maximum of the Coulomb plus dc field potential is near \( 4.7 \times 10^3 \text{ a.u.} \), the calculation was performed within a sphere of radius \( 1.5 \times 10^4 \text{ a.u.} \) Calculations were performed up to a delay of 120 ps with respect to the center of the laser pulse. All of the electron flux corresponding to two or more absorbed photons and most of the flux from one absorbed photon have then left a sphere with a radius of \( 10^4 \text{ a.u.} \). An absorbing mask \( M(r) \) was used (after each time step) to prevent the reflection of the electron flux from the boundary of our computational region. \( M(r) \) was chosen to be 1 for \( r \) less than 1.2 \( \times 10^4 \text{ a.u.} \) and goes down smoothly to 0 at the end of our radial range. In general, masks must be used with caution because there can be reflection from the mask if it turns on too abruptly or too slowly, so that flux reaches the end of the radial region. The norm of the computed wave function decreases with time due to the mask. For the situation considered in this paper, the static part of the electric field accelerates the electron, so the spread in electron velocity, which is what causes problems for masks, is manageable. The part of the wave function removed in each time step represents a small amount of outgoing probability.

The part of the wave function removed in each time step was used with a time-dependent Green’s function for a linear potential to compute the asymptotic momentum distributions needed to compare with the measurements. For the case of a linear potential in the \( z \) direction, the momentum-space wave function at \( t_1 \) can be propagated to time \( t_2 \) using
\[ \Phi(P_x P_y P_z, t_2) = \Phi(P_x P_y P_{1z}, t_1) e^{-iS} \]
where
\[ P_{1z} = P_z + \int_{t_1}^{t_2} F(t) dt \]
and
\[ S = \frac{t_2 - t_1}{2} (P_x^2 + P_y^2) + \frac{1}{2} \int_{t_1}^{t_2} P_z^2(t) dt, \]
with
\[ P_z(t) = P_{1z} - \int_{t_1}^{t} F(t') dt'. \]
This expression was surprisingly robust and did not seem to have any instabilities. The only caution is that the integrals of \( F(t) \) over \( t \) have to be done using the same order integrator

\(^2\)Xe cannot be described by a simple model potential, since this is a multichannel problem even without external field. Calculations performed with available model potentials of K and for H atoms did not yield significant differences, though a slight dependence on the choice of the initial state was observed, and hence we judge that this calculation should be able to qualitatively reproduce the observations made in our Xe experiment.
integrating over $p_z$ can be built up by taking the squared magnitude of $/H_{9021}$ was used that only became important for distances 3 times asymptotic approximation. This is the reason why a mask method due to our neglect of the Coulomb potential for the equation. We note that there is an approximation in this equal to the final time in the solution of the Schrödinger the final time is not important as long as it is larger than or larger than the distance to the maximum of the potential. This approximation can be controlled by having the mask start at larger $r$. We note that the CPU time for the calculation of the Schrödinger equation tends to increase rapidly with the size of the radial region so that in practice it would be difficult to get much larger without using parallel machines.

Figure 6 shows a series of three momentum maps for peak intensities of $5 \times 10^5$ W/cm$^2$, $5 \times 10^5$ W/cm$^2$, and $5 \times 10^6$ W/cm$^2$ using $\omega = 6 \times 10^{-4}$ a.u. ($\lambda = 76 \ \mu \text{m}$) and $F_{\text{dc}} = 4.57 \times 10^{13}$ a.u. (235 V/cm). The momentum maps show a cut (at $p_x = 0$) through the 3D momentum wave function after removal of the ground state, where $p_z = 0$ corresponds to the symmetry axis and where $p_x < 0$ implies that the electron is moving toward the detector. Inspection of these momentum maps, aided by evaluation of the classical equations of motion, allows identification of both direct $N$-photon ($N = 1, 2, 3, \ldots$) and indirect ionization processes. Specifically, the area around ($p_x = 0$, $p_z = -0.19$ a.u.) is assigned to direct one-photon ionization and the area around ($p_x = 0$, $p_z = -0.10$ a.u.) to indirect one-photon ionization. The calculations clearly support the coexistence of all ionization channels observed in the experimental images. In Fig. 6 the evolution of the momentum map of the ionized electrons with increasing laser intensity is shown. At higher intensity more and more ATI peaks are visible. This is further illustrated in

FIG. 6. (Color online) Momentum maps of the ionized electron wave packet calculated at a delay of 120 ps for ionization of Xe atoms prepared at an initial energy of $-0.00084$ a.u. and ionized with a 2-ps $\omega = 6 \times 10^{-4}$ a.u. laser pulse with a peak intensity of (a) $5 \times 10^5$ W/cm$^2$, (b) $5 \times 10^5$ W/cm$^2$, and (c) $5 \times 10^6$ W/cm$^2$. Contributions assigned to direct and indirect one-photon ionization and multiphoton ionization are indicated. In the momentum maps a change in the ratio of the direct-to-indirect ionization [comparing the intensity at ($p_x = 0$, $p_z = -0.19$ a.u.) to that at ($p_x = 0$, $p_z = -0.10$ a.u.)] can be readily observed. Note that unlike the experiment, in the calculation both the far-infrared laser pulse and the dc electric field were polarized along the $z$ axis.

as used in the numerical propagation of the Schrödinger equation.

Hence, the sequence of operations used to obtain the momentum-space wave function was as follows. After a time step, the outgoing part of the wave function at large distance was obtained using the mask $M(r)$, according to

$$\Delta \Psi(\vec{r}, t) = [1 - M(r)] \Psi(\vec{r}, t).$$

This part of the wave function goes to the detector. To use Eq. (2), we need to convert this to momentum space which is done using the radial form of the Fourier transform:

$$\Delta \Phi(p_x, p_y, p_z) = 2 \sum_l (-i)^l Y_{lm}(\theta, \phi) \int_0^\infty j_l(pr) \Delta \Psi(\vec{r}, t) r^2 dr.$$  (7)

This integration can be done very quickly because the number of nonzero points in $\Delta \Psi$ is not large. The function $\Delta \Phi(t)$ is propagated to $t_{\text{final}}$ and the final wave function is built up by adding up all previous amplitudes. The momentum along the field is not detected, so the $xy$ momentum distribution can be built up by taking the squared magnitude of $\Phi$ and integrating over $p_x$. Because of the final integration over $p_z$, the final time is not important as long as it is larger than or equal to the final time in the solution of the Schrödinger equation. We note that there is an approximation in this method due to our neglect of the Coulomb potential for the asymptotic approximation. This is the reason why a mask was used that only became important for distances 3 times

FIG. 7. Power dependence of the direct and indirect one-photon contributions to the ionization yield (scaled to a common value at low intensity), along with that of two- and three-photon contributions in the momentum maps. Importantly, the indirect one-photon contribution retains a linear power dependence well beyond the intensity ($-5 \times 10^5$ W/cm$^2$) where the direct contributions begin to deviate significantly

larger than the distance to the maximum of the potential. This approximation can be controlled by having the mask start at larger $r$. We note that the CPU time for the calculation of the Schrödinger equation tends to increase rapidly with the size of the radial region so that in practice it would be difficult to get much larger without using parallel machines.

Contributions assigned to direct and indirect one-photon ionization and the area around $p_x = -0.19$ a.u. and ionized with a 2-ps $\omega = 6 \times 10^{-4}$ a.u. laser pulse with a peak intensity of (a) $5 \times 10^5$ W/cm$^2$, (b) $5 \times 10^5$ W/cm$^2$, and (c) $5 \times 10^6$ W/cm$^2$. Contributions assigned to direct and indirect one-photon ionization and multiphoton ionization are indicated. In the momentum maps a change in the ratio of the direct-to-indirect ionization [comparing the intensity at ($p_x = 0$, $p_z = -0.19$ a.u.) to that at ($p_x = 0$, $p_z = -0.10$ a.u.)] can be readily observed. Note that unlike the experiment, in the calculation both the far-infrared laser pulse and the dc electric field were polarized along the $z$ axis.
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larger than the distance to the maximum of the potential. This approximation can be controlled by having the mask start at larger $r$. We note that the CPU time for the calculation of the Schrödinger equation tends to increase rapidly with the size of the radial region so that in practice it would be difficult to get much larger without using parallel machines.

Figure 6 shows a series of three momentum maps for peak intensities of $5 \times 10^5$ W/cm$^2$, $5 \times 10^5$ W/cm$^2$, and $5 \times 10^6$ W/cm$^2$ using $\omega = 6 \times 10^{-4}$ a.u. ($\lambda = 76 \ \mu \text{m}$) and $F_{\text{dc}} = 4.57 \times 10^{13}$ a.u. (235 V/cm). The momentum maps show a cut (at $p_x = 0$) through the 3D momentum wave function after removal of the ground state, where $p_z = 0$ corresponds to the symmetry axis and where $p_x < 0$ implies that the electron is moving toward the detector. Inspection of these momentum maps, aided by evaluation of the classical equations of motion, allows identification of both direct $N$-photon ($N = 1, 2, 3, \ldots$) and indirect ionization processes. Specifically, the area around ($p_x = 0$, $p_z = -0.19$ a.u.) is assigned to direct one-photon ionization and the area around ($p_x = 0$, $p_z = -0.10$ a.u.) to indirect one-photon ionization. The calculations clearly support the coexistence of all ionization channels observed in the experimental images. In Fig. 6 the evolution of the momentum map of the ionized electrons with increasing laser intensity is shown. At higher intensity more and more ATI peaks are visible. This is further illustrated in
Remarkably, the direct one-photon contribution is plotted as a function of the laser intensity. As expected, at low intensity ($\leq 10^3 \text{ W/cm}^2$) all contributions display a power dependence in accordance with the number of photons that are absorbed. At higher intensity, saturation sets in, since higher-order ATI processes become important, at the expense of the lower-order contributions considered here. Remarkably, the direct one-photon contribution (and, similarly, the two- and three-photon ionization channels) deviates from a linear power dependence significantly before the direct one-photon process. This either indicates that the laser field alters the ratio of direct-to-indirect ionization trajectories (by changing the angular distribution of the emitted photoelectrons, which determines whether a trajectory will become direct or indirect [12]) or that the ionization involves a second process that reaches saturation before the ionization process near the nucleus does. However, having convinced ourselves that field ionization is not possible for our experimental parameters, there is no plausible candidate for this second process. We therefore conclude that the change in the ratio of direct-to-indirect ionization is likely caused by changes in the angular distribution of the emitted photoelectrons.

In conclusion, we have presented experiments on strong-field ionization at far-infrared wavelengths that can only be explained within the multiphoton picture of strong-field ionization. By performing the experiment in the presence of a dc electric field, contributions have been identified that are directly related to ionization near the nucleus.
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